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What We Fear

ZIP Code

Birthdate

Gender

Name

Address

Date registered

Party affiliation

Date last voted

Voter List

Ethnicity

Visit date

Diagnosis

Procedure

Medication

Total charge

Hospital 

Discharge Data
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Tiered Levels of Access

• Public

• Can be accessed without logging in

• Summary statistics only

Public
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https://databrowser.researchallofus.org/ehr/conditions
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Tiered Levels of Access

• Public

• Can be accessed without logging in

• Summary statistics only

• Sandbox Environments 

• Registered

• Available to anyone within a trusted organization who proves their identity 
and enters into use agreement … expanding to citizen scientists

• Individual-level data with very low risk of re-identification

• Controlled 

• Available to trusted investigators

• Genomic data
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Controlled



Demographic Fields Registered Tier

Date of Birth Random Shift (one year)

Dates of Events Random Shift (one year)

Date of Death Random Shift (one year)

Geolocation Generalize (US State) 

Marital status No change

Own or rent No change

Race/Ethnicity Generalize

Sex/gender Generalize

Sexuality Generalize

Education Generalize

Employment status Generalize

Born in US or not No change

Annual household income No change

Death cause Suppress

Living situation Suppress

Active duty military Suppress

Genomic data Suppress

Motor vehicle accidents Suppress

Free Text Suppress
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De-identification Is Not Ideal

• The smaller the population, the more likely facts 
(e.g., geographic area, race, sexual orientation) are 
amended in some way

• This can have major implications on bias and 
generalizability
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“Privacy”
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Consider An Alternative

• Algorithmic bias often happens when there’s 
insufficient data on one population

• Can we “make” records for them?
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Generating Synthetic Data:
Perturbation
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Generating Synthetic Data:
Simulation



Synthetic Data is Not New
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And It’s Older than You Think



Generative Adversarial Networks (GANs)
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Playing the GAN Game
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Playing the GAN Game
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Playing the GAN Game
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Playing the GAN Game



21



Medical Record Data Simulation
(Choi MLHC 2017)

• Sutter Health & MIMIC 

• Demographics, Diagnoses, 
Procedures, & Meds

• Prediction of presence / 
absence clinical concept

R
ea

l

Synthetic
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• Better training and 
evaluation methods 
(latent dimensions) (Zhang et al JAMIA 2020)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.

23

Evolution



Evolution

• Better training and 
evaluation methods 
(latent dimensions) (Zhang et al JAMIA 2020)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.
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First Order Statistics

Predictive Performance



Evolution

• Better training and evaluation methods (latent dimensions) (Zhang et al 

JAMIA 2020)

• Enabling constraints (e.g., preventing women from 
having prostate cancer) (Yan et al AMIA 2020)

• Move from static to longitudinal data (Zhang et al JAMIA 2021; JAMIA 2022)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.
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Evolution (Zhang 2021)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.
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Evolution (Zhang 2022)

Condition Fuzzing & Regularization (CFR)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.
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Stop the Drift! (Zhang 2022)

Zhang, Yan, Mesa, Sun, & Malin. Ensuring electronic medical record simulation through better training, modeling, and evaluation. JAMIA. 2020; 27: 99-108.
Yan, Zhang, Nyemba, & Malin. Generating electronic health records with multiple data types and constraints. Proc AMIA Symp. 2020: 1335-1344.
Zhang, Yan, Lasko, Sun, & Malin. SynTEG: A framework for temporal structured electronic health data simulation. JAMIA. 2021; 28: 596-604.
Zhang, Yan, & Malin. Keeping synthetic patients on track: feedback mechanisms to mitigate performance drift in longitudinal health data simulation. JAMIA 2022; 29: 1890-1898.
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Evidence for Improved Classifiers

Frid-Adar M, et al. Synthetic Data Augmentation Using GAN 
for Improved Liver Lesion Classification. 15th International 

Symposium on Biomedical Imaging. 2018.

Fawaz, Forestier, Weber, Idoumghar, and Muller. Data 
augmentation using synthetic data for time series classification 

with deep residual networks. ECML/PKDD Workshop. 2018.
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Did Generative AI 
Just Save the World?

• Not quite

• Hallucinations are real…
… research is advancing on how to prevent it, but still a ways to go

• Need more to validate the clinical face validity…
… easier said than done

• If there isn’t a sufficient amount of data to begin with… 
… generating synthetic data is just generating noise

• There is a limit to learning…
… as the number of variables grows, the chance that the data is “useful”
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FAKE Real

https://arxiv.org/abs/2107.06304



Concerns for Health Data

• Mimicry

• Insufficient training data can lead to “mimicking” of original records

• Membership Inference

• User can test if features of someone they know appear to be in the 

training data

• Requires knowing the features in question

• Attribute Inference

• User can predict features (they don’t know) about someone based on 

features they do know

• Combining Membership and Attribute is where disclosure occurs
36



Benchmarking

• Software to evaluating 

synthetic EHR data privacy 

and utility
• https://github.com/yy6linda/synthetic-ehr-

benchmarking

• Companion report out in 

Nature Communications*

*Yan, Yan, Wan, Zhang, Omberg, Guinney, Mooney, & Malin. A Multifaceted benchmarking of synthetic electronic health record generation models. Nature 
Communications. 2022.
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https://github.com/yy6linda/synthetic-ehr-benchmarking


Questions?

brad.malin@gmail.com

Center for Genetic Privacy and Identity in Community Settings

http://www.vumc.org/getprecise/

Health Data Science Center

http://www.vumc.org/heads/
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