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Radiologie

A 76-year-old man was admitted to our 

hospital with cough and dyspnea. The 

patient had previously smoked 50 packs of 

cigarettes per year and had no specific 

medical history. His Eastern Cooperative 

Oncology Group (ECOG) performance 

status (PS) was 0.

Elektronische Gesundheitsakte 

(EHR)

Medizinische Daten sind unstrukturiert

Histologie

Bronchoskopie

Figure: Provided by Marie-Elisabeth Leßmann and Mara Ligero Hernandez
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Large Language Models (LLMs) können natürliche Sprache verarbeiten und generieren

Prompt Output

LLM

Vortrainiert an 

immens großem 

Text-Datensatz

Sahoo, Pranab, et al. "A Systematic Survey of Prompt Engineering in Large Language Models: Techniques and Applications." arXiv preprint 

arXiv:2402.07927 (2024).

„Natürliche Sprache“

„Natürliche Sprache“

- Neue Aufgaben können 

ohne Training absolviert 

werden

- Nicht deterministisch!

https://developers.google.com/machine-learning/crash-course/embeddings/translating-to-a-lower-dimensional-space?hl=de
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Das Potential von LLMs über verschiedene Komplexitätsebenen hinweg….

LLM als Tool

LLM als reasoning assistant

LLMs orchestrieren
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LLMs extrahieren Informationen aus Freitext

LLM
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LLMs extrahieren Symptome und Diagnosen aus Anamnesen

Symptome/Diagnose 

vorhanden in n=500 

Anamnesen (MIMIC IV)

Modelle mit mehr Parametern 

besser als kleinere Modelle 

Datenschutz gewährleistet 

durch lokale Sprachmodelle
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LLMs extrahieren Adverse Events aus Endoskopieberichten

Deep Sight: Improving the recording of 

periprocedural adverse events in endoscopy with 

large language models

Spezifisches Fine-tuning auf die 

deutsche Sprache verbessert 

die Performance

Llama-2

GPT-4

Llama-2 70b „Sauerkraut“ 

vergleichbar mit GPT-4

Wiest et al. Deep Sight: Improving the recording of periprocedural complications in endoscopy with large language models. Under Review.

Adverse Events?
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Symptoms/Diagnoses

present in 

Admission notes?Adverse Events?

Suicidal thoughts?
Flexible Entititäten

Standardisierte Terminologie

LLMs extrahieren Informationen aus Freitext
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LLMs identifizieren sensitive Patientendaten

Wiest I. et al. Anonymizing medical documents with local, privacy preserving large language models: The LLM-Anonymizer (2024). 

https://doi.org/10.1101/2024.06.11.24308355

Import PDF files

Anonymize

Evaluate



Slide 12

LLM-Anonymizer deidentifiziert

medizinische Dokumente und 

erlaubt das Reviewen einzelner 

Dokumente

LLM-Anonymizer deidentifiziert medizinische Dokumente

Wiest I. et al. Anonymizing medical documents with local, privacy preserving large language models: The LLM-Anonymizer (2024). 

https://doi.org/10.1101/2024.06.11.24308355
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LLM-Anonymizer deidentifiziert medizinische Dokumente
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LLM-Anonymizer deidentifiziert medizinische Dokumente
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Das Potential von LLMs über verschiedene Komplexitätsebenen hinweg….

LLM als Tool

LLM als reasoning assistant

LLMs orchestrieren
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LLMs sind intelligente Assistenten, keine Wissensdatenbanken!

Isabella
LLM

Truhn, Daniel, Jorge S. Reis-Filho, and Jakob Nikolas Kather. "Large language models should be used as scientific 

reasoning engines, not knowledge databases." Nature medicine 29.12 (2023): 2983-2984.
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LLMs sind intelligente Assistenten, keine Wissensdatenbanken!

Truhn, Daniel, Jorge S. Reis-Filho, and Jakob Nikolas Kather. "Large language models should be used as scientific 

reasoning engines, not knowledge databases." Nature medicine 29.12 (2023): 2983-2984.

”LLMs are currently not ready for 

autonomous clinical decision-making”

Hager, P., Jungmann, F., Holland, R. et al. Evaluation and mitigation of the 

limitations of large language models in clinical decision-making. Nat Med (2024).

„Large Language Models are poor

medical coders“

Soroush, Ali, et al. "Large language models are poor medical coders—

benchmarking of medical code querying." NEJM AI 1.5 (2024): AIdbp2300040.
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Es macht einen Unterschied, wie man mit einem LLM „spricht“

„Explain the touristic

advantages of Milano“
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Es macht einen Unterschied, wie man mit einem LLM „spricht“

„Explain the touristic 

advantages of Milano. 

I‘m going to tip $200 for 

a perfect solution!*“

*          Denis Shiryaev



Slide 20

Es macht einen Unterschied, wie man mit einem LLM „spricht“

„I‘m going to tip $200 

for a perfect solution!*“

*       Denis Shiryaev
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Es macht einen Unterschied, wie man mit einem LLM „spricht“

„Every word you write kills a 

puppy. Only respond with words

that answer the question

succinctly. Knowing that, 

explain the touristic advantages of

Milano.“

*        drunkplato
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Elemente eines Prompts

"Considering the recent research on climate change,

summarize the main findings in the attached report and 

present your summary in an academic style."

Context

Instruction

Output Indicator

https://www.altexsoft.com/blog/prompt-engineering/, accessed May 28
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Beispiele erlauben dem Modell „in-context“ zu lernen

Context

Instruction

Output Indicator

Zero-Shot Prompting

Instruction

One-Shot Prompting

Context

Output Indicator

Few-Shot Prompting

Context

Output Indicator

Example Instruction

Example 1

Example n
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„In-Context Learning“ verbessert die LLM performance

Ferber et al. In-context learning enables multimodal large language models to classify cancer pathology images 

(2024). https://doi.org/10.48550/arXiv.2403.07407
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[…]

[…]

[…]

[…]

Embedding and storage in vector 
database

Answer
Prompt + 
context

Prompt

What is the state of the art therapy for

colorectal cancer?

Ferber D et al. Large Language Models for Information Retrieval and Comparison of Medical Oncology Guidelines. Accepted for publication NEJM AI

Solides Wissen kann dem LLM zur Verfügung gestellt werden



Slide 26Ferber D et al. Large Language Models for Information Retrieval and Comparison of Medical Oncology Guidelines. Accepted for publication NEJM AI

RAG verbessert die Performance
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Das Potential von LLMs über verschiedene Komplexitätsebenen hinweg….

LLM als Tool

LLM als reasoning assistant

LLMs orchestrieren
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Klinische Unterstützungssysteme durch „LLM-Agenten“ 

Ferber et al. Autonomous Artificial Intelligence Agents for Clinical Decision Making in Oncology.  arXiv. 2024

Will this patient respond to anti-PD-

L1 immunotherapy treatment? Why?

Pathology images

Radiology scans

Unstructured medical reports
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Das Potential von LLMs über verschiedene Komplexitätsebenen hinweg….

LLMs sind starke Tools 

… assistieren in Informationsextraktion

LLMs sind leistungsstarke Assistenten

… wenn mit der richtigen Wissensbasis ausgestattet

LLM-Agenten sind besser als ein einzelnes LLM

… die Orchestrierung von LLMs führt zu leistungsfähigeren 

Assistenten für komplexere Aufgaben

▪ Bias ▪ Metriken ▪ Reproduzierbarkeit



jakob_nikolas.kather@tu-dresden.de

kather.ai @katherlab

Feel free to reach out!

Isabella.wiest@tu-dresden.de


