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Abstract: Medical care is increasingly being delivered by multiple providers across healthcare sectors and specialties, leading to a fragmentation of the electronic patient record across organizations and vendor IT systems. The rapid uptake of wearables and connected diagnostic devices adds another source of densely collected data by the patients themselves. Integration of these data sources opens up several potentials: a longitudinal view of laboratory findings would close the gaps between individual provider visits and allow to more closely follow disease progression. Adding non-laboratory data (e.g. diagnoses, procedures) would add context and support clinical interpretation of findings. Case-based reasoning and disease-modelling approaches would allow to identify similar patient groups and classify endotypes. Realization of these potentials is, however, subject to several barriers, including legal and ethical prerequisites of data access, syntactic and semantic integration, comparability of items and user-centered presentation. The German Medical Informatics Initiative is presented as a current undertaking that strives to address these issues by establishing a national infrastructure for the secondary use of routine clinical data.
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Introduction

Medical care is increasingly being delivered by multiple providers across ambulatory and hospital settings, involving general practitioners and various diagnostic and therapeutic specialties. While integrated care initiatives are striving to coordinate this process [1], barriers often remain that impede communication between healthcare sectors and providers [2–4] and result in isolated shards of patient data collected by various providers along the care process. Patients themselves increasingly use wearables and connected diagnostic devices to acquire physiological measurements [5], leading to yet another separate trove of data that is not readily integrated with data acquired by professional healthcare providers. Paradoxically, even as more data is being acquired by more participants in the healthcare process, overall utility of these data is reduced by their fragmentation across multiple parties, sectors and technical platforms (Figure 1).

In this article, the potentials of digital networks to provide merged access to these fragmented data shards will be highlighted. Relevant barriers towards achieving integration and utilization of patient data will be shown, and efforts to address these issues will be presented based on the ongoing MIRACUM consortium project.

Potentials of digital networks for laboratory data

The “horizontal” integration of data from multiple health care providers offers a longitudinal view of laboratory findings which can “fill the gaps” between visits of individual providers and be supplemented with dense data points captured by the patients themselves, e.g. using wearables or connected diagnostic tests (Figure 2). This allows users to more closely follow disease progression and possibly avoid unnecessary repeat testing.

The “vertical” addition of data sources beyond the laboratory (e.g. diagnoses, prescriptions, procedures) can put laboratory data into context. It allows to identify
relevant conditions, events or treatments that may influence laboratory measurements. Interpretation can thus take possible confounders into account. Apart from physician interpretation, the totality of integrated clinical data elements also enables the implementation of feasibility queries, clinical trial recruitment support and decision support platforms [6].

Two forms of decision support are exemplarily highlighted in Figure 3. In a case-based reasoning approach, data from an individual patient is used to find clusters of comparable patients, for which e.g. outcomes of different treatment options can be compared. In a multicenter scenario, this can include patient cohorts from other sites to increase the available pool of eligible patients. Alternatively, data from a selected group of patients can be leveraged to generate disease models, e.g. by use of machine-learning approaches. The models can be applied to individual patient datasets to determine relevant endotypes, prognostic indicators or to support therapeutic decisions.

**Barriers to implementation**

In the following, several barriers towards achieving an integrated, cross-sectoral view of the electronic patient
Access to data

Even before questions of extracting and integrating data from fragmented sources can be addressed, a legal and ethical foundation granting access to these data sources needs to be established. Patients have the expectation that consent is obtained before data is used for healthcare or scientific purposes [7]. Studies have shown positive attitudes towards consent for data reuse both from clinical trial populations [8, 9] as well as general patient populations [10] when sufficient measures are implemented to protect patient privacy. However, healthcare delivery and administrative workflows should not be impeded by obtaining informed consent [11]. To this end, e-consent applications have been proposed that could serve to implement patient information and consent acquisition at least in part outside of administrative or clinical workflows [11].

When consent cannot be obtained, data re-use may still be possible based on research exemptions in locally applicable laws. In the United States, the Health Insurance Portability and Accountability Act (HIPAA) defines safe-harbor provisions for de-identified as well as limited datasets that can be used for research without requiring consent, including a defined set of identifiable attributes that need to be removed [12]. In Europe, unfortunately a more heterogeneous situation is the case. Even though an overarching General Data Protection Regulation (GDPR) has been introduced in Europe, variations persist as the process of implementation into national laws is still ongoing and permits local adaptations [13]. Rules may also differ on a state-by-state level as is the case with data protection laws and provisions in hospital regulations in Germany [13]. This results in barriers towards implementation of multicenter projects across affected state or national boundaries.

Technical measures may also be applied to facilitate analyses on data. In distributed research networks (DRNs), analyses are carried out on data stored locally at healthcare provider sites and only aggregated results are made available [14]. This approach can be extended by applying cryptographical methods to carry out statistical analyses across distributed data subsets as implemented in the DataSHIELD platform [15]. Aggregated approaches preclude matching individual-level data across sites, which can impede analyses by erroneously including individuals multiple times or failing to correctly combine related data fragments into coherent datasets. This is especially relevant for analyses covering rare diseases or mobile patient populations accessing different healthcare providers. In this scenario, secure multiparty computing approaches can be applied to achieve privacy-preserving record linkage without divulging identifying information [16].

Syntactic and semantic integration of data

Once access to data sources has been established, data must be integrated and harmonized to permit cross-site analyses. Even within a single site, similar data may be documented in multiple systems, which need to be extracted and mapped to a common data structure [17]. Local coding schemes should be mapped to internationally established standard terminologies. For
the laboratory domain, the LOINC terminology (Logical Observation Identifiers Names and Codes) has been established both for use within the healthcare process as well as secondary research use [18–20]. SNOMED CT (Systematic Nomenclature of Medicine, Clinical Terms) can additionally provide value sets for specimens or non-numeric laboratory results (e.g. microbiological pathogens) and extensively covers many medical subject areas beyond laboratory concepts [21].

Secondary use of health data may occur on a “transactional” basis integrated into the healthcare delivery process. In this scenario, re-use focuses on accessing and/or transmitting individual patient records or analysis results within the context of patient care. Data formats like the HL7 CDA (Clinical Document Architecture) or HL7 FHIR (Fast Healthcare Interoperability Resources) can be used in this context to provide a common structured representation that can be transmitted through interfaces [22, 23].

In an “analytical” scenario, secondary use focuses on the large-scale analysis of data from patient cohorts. In this case, cross-site analysis can be facilitated by mapping local data elements to a common data model harmonized between participating sites. CDMs used on a broad scale have been developed in the OMOP OHDSI [24] and PCORNet [25] projects, among others.

Comparability of data items

Even when data items have been mapped to common data structures, terminologies and data models, it is not a given that records can be merged and analyzed together. In the laboratory domain, only a limited set of analytes is sufficiently standardized to ensure comparability [26]. Re-use of laboratory findings thus requires additional data items beyond the usual material, analyte, value, unit and reference range in order to support interpretation and comparability (e.g. method, test vendor, equipment and consumables batch numbers). These aspects cannot be addressed by LOINC coding of analytes, and are usually also not covered in standard data structures or CDMs used to represent laboratory findings in the research domain. LOINC coding of analytes may, however, support the implementation of projects to systematically analyze comparability of results between laboratories.

Usability and targeted presentation

While integration of data from multiple sources and longitudinally across the healthcare process increases the breadth and availability of data, the adequate presentation of relevant subsets of data becomes a challenge of its own [27]. Both clinical users and patients need to be actively involved in the collection of requirements for their respective use cases [28, 29], and implementation should proceed iteratively to include structured user feedback on mockups, functional prototypes and deployed products. Tailored visual representations are an important tool to make complex constellations of data items accessible to users and highlight relevant attributes [30].

Current initiatives

The German Federal Ministry of Education and Research is currently funding the Medical Informatics Initiative (MII), a large-scale, long-term strategic project to establish a sustainable national infrastructure for the secondary use of routine clinical data, demonstrate its clinical utility and strengthen medical informatics as a discipline [31–33]. In the current phase from 2018 to 2021, four consortia are funded: DIFUTURE [34], HiGHmed [35], MIRACUM [36] and SMITH [37]. Each consortium will establish data integration centers (DIC) at its sites that will cover the extraction of data from local production IT systems, their integration into a coherent data warehouse, and the implementation of governance structures and processes to make these refined data available to local and external users. All consortia participate in a national steering committee and collaborate in working groups to ensure interoperability of data, platforms, processes and regulations across consortial boundaries. This includes the formulation of a national broad consent document in accordance with the state and federal data protection officers as well as the working group of German ethics committees. The goal is to prospectively obtain standardized, modular broad consent from patients at MII sites in order to enable data use beyond options provided by research exemptions in applicable laws. In order to ensure syntactic and semantic interoperability, all consortia collaborate in the development of an MII core dataset with detailed definitions of data structures and terminologies, based on established international standards [38]. Shared usage rules and governance processes are being developed to facilitate collaborative data use projects across institutional boundaries.

In the following paragraphs the approach of the MIRACUM consortium to address the abovementioned barriers and achieve the potentials of networked medical data will be presented in more detail. With 10 participating university hospitals and access to data from 12 million patients, MIRACUM is currently the largest MII consortium.
MIRACUM follows an agile approach with an early release of a minimum viable platform that is iteratively extended and optimized throughout the funding period, enabling it to adapt to user feedback and evolving requirements. A “MIRACOLIX” toolbox (Medical Informatics ReusAble eCosystem of Open source Linkable and Interoperaible software tools) leverages the (re-)use of internationally established, freely available software platforms to foster sustainability as well as compatibility with related international research networks. The MIRACUM DIC architecture (Figure 4) implements the modular TMF data protection concept established in Germany for networked medical research [39]. A clinical data repository contains fully identified patient data and is made available locally within the treatment context to provide internal reporting and decision support on data extracted and integrated from routine source IT systems. A subset of data based on the MII core dataset is then harmonized to a common data model and stored in a second pseudonymized research data repository. The repository contains multiple data marts according data categories, including i2b2 (Informatics for Integration Biology and the Bedside) [40] and OMOP (Observational Medical Outcomes Partnership) [24] for clinical data, tranSMART for integration of molecular datasets [41] and XNAT for imaging data [42]. Research queries are subject to approval from a use-and-access committee as well as an ethics vote. Depending on project requirements and applicable consent or research exemption, datasets are provided in an anonymized, project-specific pseudonymized or identified format. ID- and consent-management tools are applied to support this process.

MIRACUM is implementing three use cases to demonstrate the utility of the established infrastructure. Use case 1 (“Alerting in Care – IT Support for Patient Recruitment”) will support the recruitment of participants for clinical trials by leveraging routine data to provide candidate lists based on eligibility criteria stored in local trial registries. The second use case (“From Data to Knowledge – Clino-molecular Predictive Knowledge Tool”) will apply machine-learning models on routine clinical and molecular data of asthma/COPD and neurooncology patients to identify endotypes and find comparable patient groups at other sites. The third use case (“From Knowledge to Action – Support for Molecular Tumor Boards”) aims to harmonize bioinformatics pipelines across MIRACUM sites, achieve integration of molecular and routine clinical data and tackle usability aspects of presenting the vast amount of complex data points required for annotation and presentation in an interdisciplinary tumor board.

To strengthen the discipline of medical informatics MIRACUM is establishing a joint master program “Bio-medical Informatics and Medical Data Science” as well as near-term focused training programs like summer schools and continued education programs that address staff currently attached to the consortium.

![Figure 4: The MIRACUM data integration center (DIC) architecture.](image-url)
Conclusions

Integration of electronic patient records currently fragmented across various providers and platforms into a coherent longitudinal dataset will enable significant potentials regarding holistic clinical interpretation, electronic decision support and novel visualization paradigms. Achieving access to data is complicated by varying regulations on an international as well national level. The establishment of a broad, modular patient consent harmonized across initiatives and possibly supported by electronic platforms to document and update patient consent can help to address this issue, but selection biases need to be taken into account (e.g. regarding patients unable to consent). Semantic harmonization of data elements to common syntactic structures and terminologies is an obligatory requirement for multicenter re-use of data. Internationally established standard terminologies like LOINC and SNOMED CT as well as standardized data structures like HL7 FHIR should be leveraged to achieve interoperability with collaborators. Apart from “post-hoc” mapping of existing data elements to such standards, it should be considered to establish “early mapping” of data items and value sets in routine clinical systems in order to harmonize already at the point of data capture. Clinical domain expert knowledge will be required in many cases to assess comparability of data items and participate in the interpretation of raw data and analysis results. Clinical and patient user requirements as well as usability feedback must be taken into account. The ongoing German Medical Informatics Initiative can serve as an example of an undertaking that tackles all major aspects of data access, interoperability, governance, clinical utilization and sustainability required to achieve the potentials of integrating large interdisciplinary medical datasets.
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